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Abstract

In this paper, a distributed architecture for redlamt robot is presented. In the proposed
approach, each actuator is respectively associaigth an agent and each agent acts
independently from the other to reach a common.gba¢ architecture has been simulated on
the model of the humanoid robot HRP2. The archirechas to deal with a multi-objective
task: reaching a target with the hand without fadji (keeping the center of mass in the
footprint). Simulation results show the efficienaly the architecture. The architecture is
failure-tolerant; the lost of one or several agentay be supported by the system. Computation
time is discussed. Extensions are presented inrdadeontrol the speed and the trajectory of
the end-effector.
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1 INTRODUCTION

Recently, many studies have focused on the devedoprof humanoid biped robot
platforms. To control such robots, the designensehi face several problems. First of all,
unlike industrial robots, these robots are notcatd to the ground and the stability has to be
taken into consideration. Secondly, such machinesgganerally composed of a large number
of actuated joints and belong to the highly redumdabots category. For a given position of
the end effector, there is an infinite number diats postures. Finally, due to their human-
inspired shapes, it appears necessary for the toblo¢have like human does, of course this
subjective criteria is quite hard to transform ietuations.

For these reasons, the classical controllers (ally design for industrial robots) are
generally not well suited for humanoid robots. Thaper introduces an original distributed
architecture inspired from multi-agents systemghinproposed architecture the controller may
be physically distributed into the robot. Each atdu is controlled by an agent and the
communications between the agents are local,aegh agent communicates only with its direct
neighbors.

This article is organized as follows. Section 2egian overview of related works. Section 3
presents the proposed architecture. Next sectiodedicated to the implementation on a
humanoid robot and to the control of the stabil@gction 5 discusses about simulation results.
A general conclusion ends the paper and presemts perspectives.

2 RELATED WORKS

The first researches on multi-agent system begajutaBO years ago in the field of
distributed artificial intelligence. The first ajqation to robotics appears in the 90’s with the
works of R. Brooks inspired from ant’s colonies §tld [2]. He proposed several architectures
based on reactive behaviors and machine learning.
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More recently, the cooperative control of multiptdots has been studied. R. Arkin worked
on the behavior based control of cooperative gradpsbots [3] and [4], and more recently on
the formation control of multiple mobile robots [@hd [5]. Various architectures inspired from
these works have been proposed applied to spatggato satellites [8] or to nonholonomic
robots [9] ...

In the last ten years, self-reconfigurable roboippeared as a new research topic of prime
interest [10]. Such machines are composed of medihigt can be reconfigured according to
the task. In the existing platforms, each moduldully autonomous; it embeds batteries,
computational power ... Several distributed architexthas been proposed based on multi-
agent approach. A recent work focused on the #talof self-reconfigurable robots. A
particularly interesting survey on the distributeontrol of the centre of mass (CoG) was
performed by M. Moll and al. in [11]. In this appaah, the authors proposed a distributed
architecture allowing the calculation and the colndf the CoG based on local communication.
However, the task is dedicated to the stability #imsl work is not focussed to multi-objective.
The problem of stability while performing a taskbjgct tracking for example) is not
considered. The distributed architecture proposedhe following can deals with several
objectives, even conflicting.

3 DESCRIPTION OF THE ARCHITECTURE

In the proposed distributed approach each actupt® respectively associated with the
agentA. Each joint or agent acts independently from thieeoin order to minimize the
Euclidian distances between the end-effector and the target. Eachtageatescribed by the
following 3 items : input, output and behavior .

3.1 Input

The input is an information or a data, to which éigent can access. The aganknows the
following variables:

OTi-l: transformation matrix linking the original frankg (based on the ground) to the
current jointg;.;. This information is communicated by the agantexcept for the first
agent.

. T": transformation matrix linking the joing;; to the end effector. This matrix is
communicated by the agefst; except for the last agent.

* @ : current measured position of the joint contll®y the agenA. This position if
provided by a sensor on the joint .

*  Praget - coordinate of the target in the framg \We assume that this information is
known by each agent. On a real physically distedudystem, this information may be
computed by a dedicated controller and transmittethe closest agent. This agent
transmits this information to the neighbors anddherdinates are propagated into the
rest of the system.

3.2 Output

Each agen# must provide two kinds of outputs: command onabtiator and information
to the neighbors:
* Ag : command applied on the joint (angular speed).

OTi: transformation matrix linking the original frantg (based on the ground) to the
current jointg. This information is communicated to the ag&mt.



3“ National Conference on “Control Architectures aftidts” Bourges, May29-30, 2008

it
Tn: transformation matrix linking the joing; to the end effector. This matrix is

communicated to the age#st;.

*  Praget: coordinate of the target transmitted to the &gan , A1 or both.

A general view of the architecture, showing theinfation exchanged between the agents
is shown on Figure 1.

: Base of the robot End eﬁecﬁr
XTarge
ﬁ

= X
Agenti _Targe Agent i+1

Figure 1 : Overview of the multi-agent architecture

3.3 Behavior

This is the way the agents link the input to thgpats. Note that, as the system is distributed,
the behaviors are local, i.e. the agadntdoes not know the way the other agents will ace Th
global goal is to reach the target with the en@ettir of the robot. Internal collisions are not
considered here. The behavior of the agemonsists of computing at each time step the value
Ag; that minimizes the Euclidian distance between thsitpn of the end effectdPn and the
position of the targePuger in regard to the information known by the agerdue to its
efficiency and its simplicity, the gradient desc&tthnique has been chosen. This choice was
motivated by the following reasons:

* The mathematical relationship between the actumtpdsition and the distance to
minimize is a known function. The derivative ofgliunction may be easily computed.

» There are few parameters to set, just one for ageht and evolutionary computation is
well suited for tuning these parameters.

* The main advantage is probably that the algorithides into the minima. It does not
provide just the final solution, but provides gdcaory that slide from initial to final

Each agent updates its output according to equafion

8a () = -a. L @)
dq
£is the Euclidian distance between the hand ofdbetrand the target
g is the current position of the joint
a; is a parameter that determine the behavior of gemt@ . The influence of
this parameter is described in the next section.
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The derivative of the Euclidian distance is comgduising the equation 2.

dx, dy, (2)
dE ( Target_Xn)'a-i-(yTarget_yn)'d ( Target Zn) q
dq \/(Xn - X’I’arget)2 + (yn - yTarget)2 + (Zn - ZTarget)
dx dy,  dz,

Note that, as the system is fully distributed, dgentA; cannot computéd |44 and 94 by
using the jacobian because according to our hypaththis agen#y cannot access to the other
agent'sdg. In spite of this, the matrix product described eguation 3 can compute the
derivative of the end-effector position accordiagdtte jointi.

i_ 1
dP o 4T di-'T T X, 3)
dg dg

The relationship described on equation 4 is onlg in the case of serial robots. Only one
transformation matrix"¢T,) is expressed in term qf t. The following terms can be considered
as scalar and don’t need to be derivaté; dq , °Ti.. and'T,.. The behavior of the agent is
described in the algorithm presented on the Figure

Algorithm AgentBehavior

|nput : OTH, iTn’PTarget’ g
i1 O
output ;24 T T

At each time step :

a-
Compute : Tand da
dR de

Compute :94 and 94

Update : =TT

Update : T»="T-T,
Aq| =-a, dﬂ
Update : dq

Figure 2 : Algorithm of the age%

Note that for each agent a parametehave to be tune. Experiments have shown that these
parameters influence the behavior of the robot. &mmple, the agents with the highest
coefficients will be more frequently stimulated.
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4 APPLICATION TO THE HUMANOID ROBOT HRP2

4.1 Hypothesis

The proposed architecture has been simulated théthmodel of the robot HRP2 (shown on
Figure 3).

Figure 3 : The humanoid robot HRP2

This humanoid robot has 30 degrees of freedom (@&dpy6 by arm, 1 by hand, 2 for the hip
and 2 for the neck). This robot has been choseintddrigh redundancy, even if many other
robots may have been used. In the present applatie robot has to reach a target with its
right hand without falling or being unbalanced. A&sume that the target is reachable without
walking, i.e. feet are considered as linked on fther. The robot may have to bend down
according to the position of the target. The pogitf the target is assumed to be known by the
robot; it may be done by using the vision systenthef robot for example. The body of the
robot is decomposed in agents each controllingira.jdhe system is fully distributed, i.e.
information about the agents is not centralized. ddtirse existing robots use a central
processor and have not been designed to suppdriasaigitecture. Currently, the distribution is
simulated by sharing the central processor, huily be possible to embed a controller in each
joint to perform the agent behavior. A homogeneowmdlti-agent system is considered,;
however, as each agent controls a joint of the mamarobot, the computed model and
parameters vary.

4.2 Stability

In order to apply the algorithm to a humanoid rolibe control of the static stability has
been added. This is based on the same principiéahtarget tracking; rather than minimizing
the distance between the hand and the target,adleiggto minimize the distance between the
projection on the floor of the center of mass (CCOaid the center of the footprint. To deal
with the two objectives at the same time, the fdempresented on the equation 4 is used. This
equation warrant that when the robot is perfedifyple (=1) the algorithm will control only
target tracking. On the other hand, when the ptigjeof the center of mass is on the edge of
the footprint (ie. the robot is at the limit of Bility) hundred percent of the command will be
dedicated to keeping the stability=0). Between these two extremes, the ratio is lin€ae
equation been implemented on the model of HRP2. firke simulations have immediately
shown the efficiency of the method and the emergeasfcbehavior. For example, the robot
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dedicates its right arm only for stability becatise right arm is not useful for target tracking.
One actual drawback of this technique is that #&gher has twice as many parameters to set.
One set of parameters for target tracking, andsenef parameters for stability. Experiments
have shown that the parameters can be set arbilileely due to redundancy. But finding a set
of parameters that provide an optimal and/or hufik@motion is not trivial. This is the reason
why evolutionary computation has been used to evelich parameters. For more information
about the evolutionary computation of the paransetée reader can consult [12].

g =-y.a) s ra _ @-p.at Gecon (4)
dq dq
Where :
— D2
Y=D,+D,
&owm is the distance between the projection of theerewmit mass and the center
of the footprint

D, is the distance between the projection of theerenit mass and the center of
the footprint

D; is the distance between the projection of theareot mass and the closest
edge of the footprint

5 REsULTS

Experiments have been conducted by simulation uieggeometric model of the robot
HRP2, including the center of mass of each bodynatlg the computation of the global center
of gravity of the whole robot. Each joint is boudde the same interval as on the real robot.
The simulator is of course based on a centralizedgssor that simulates at each time step the
behavior of each agent. This allows the simulatidrthe distributed system. Three fitness
functions has been experimented with the simulatanimizing the time of the motion,
minimizing the traveled distance of the hand, aninmizing the energy. Even if the two first
functions provide interesting results, the simuolasi clearly show that minimizing the energy
provide nice and smooth motion. The robot is ableetch the target whatever its position in
the workspace of the robot.

Figure 4 shows the motion of the robot. The targédcated on the floor and the robot has
to bend down to reach this point. Note that whenrthbot leans forward it puts back its right
arm to compensate the move of the center of gravity

5.1 Failures

So as to test the robustness of the system faihaes been simulated. The first test was a
failure on an actuator. As the agents are indepentlee system still works; the other agents
naturally compensate the inactivity on a joint. T8exond test simulated failures on several
joints. When too many actuators are inactive, trstesn is not always able to reach the target,
sometimes even if it's always theoretically possiblhese experiments have shown that the
presented architecture is particularly well suitedredundant robots. An observed conclusion
is that the more the system is redundant, the maen extract from local minima, mainly due
to the fact that minima are not concerning the whmbpulation. When an agent is attracted
into a minima, the others, when moving, drags hiomifit, in the same way that a failure on an
agent is compensated by the other agents.
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Figure 4 : Example of motion of the robot

52 Trajectory

Improvements have been performed on the agent’aviimhin order to perform trajectory
following. The final goal of these improvementgasperform obstacle avoidance with external
obstacles. On the presented results (Figure 5)ielseed trajectory has been sampled. During
the first part of the motion, the hand of the roisaittracted by the first point, i.e. the firstiqto
and the target are merged. Once the hand is ctaseyh to this point the algorithm switches to
the second one and so on until reaching the last.po

Figure 5 : Example of trajectory followed by thenHaof the robot (left), and simulation of
obstacle avoidance (right).

5.3 Speed control

Controlling the speed of the end effector is a [mobthat needs to be addressed. This aspect
may be important to control the motion for exampdeapproach the target slowly or to
implement minimum jerk model [13]. Controlling tepeed of the end effector is equivalent to
control the speed of the joints. By speeding ugegaint, this will of course modify the speed
of the end effector. The speed of each joint igpprtional to its coefficientr. By multiplying
a; by a coefficienKs, it becomes possible to speed Kg>() or to slow downKs<1) the speed
of the joints. The relationship between the joirsfgeed and the effector speed is given by the
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kinematics model and is not linear. It means thatftinction given by equation 5 is not linear,
but this function is monotonic.

VEffector = f (Ks) (5)

WhereVragetis the linear speed of the end effector.

It means that the speed of the end effector magobé&olled using an iterative process that
will optimize Kg in order to converge to the desired speed. At dimol step,Ks is simply
recomputed according to the equation (6).

V. Desired (6)

Effector
K -

s T V. Mesured
Effector

Where

« Vet s the desired linear speed of the end effector.

« Veuedjs the mesured linear speed of the end effector.

If the desired speed is inferior to the desired, gQevill be superior to 1, and the robot will
increase its joint’s speed and vice versaKAs a common coefficient to the whole system the
speed controller is currently centralized and thwaatages of the distributed system are
uunfortunately lost.

5.4 Computation time

Measurement of the computation time is now addcesSete that the measurement has
been made under Matalb, so we may expect bettattsesith a compilated software. The
computation for the whole robot requires 0.68ms pgle. Half of this time is needed to
compute the kinematics model, and about 44% forctimaputation of the derivative, 3% for
the computation of the distances and 3% is neenlegyly the command on the actuators. On
a real distributed architecture, these delays neagitided by the number of agents.

Note that the results have been partially confirogdhe implementation of the algorithm
on the OpenHRP platform where the dynamic modethef robot is fully implemented.
Unfortunately, as the internal collision detectiemot yet operational, an implementation on
the real robot is currently too risky.

6 CONCLUSION

This paper presented a distributed architecturerddundant robots. This architecture is
inspired from multi-agent systems and deals simebasly with two objectives: target
tracking and stability. Simulation results have whahat the architecture is well suited for
redundant robots and is fault tolerant. Extensiumge been proposed to control the trajectory
and the speed of the end-effector. Unfortunatdlg, groperties of the distributed architecture
are lost while controlling the speed. Future woski focus on the study of a distributed speed
controller. Currently, as the architecture doestdke into consideration collisions, an
implementation on a real robot is too risky. Futwerks will be oriented on the design of a
collision detection module and on the implementatia a real robot.
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